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Abstract

OCTOPUS is a general-purpose density-functional theory (DFT) code, with a particular emphasis on the time-dependent version of DFT (TDDFT). In this paper we present the ongoing efforts to achieve the parallelization of OCTOPUS. We focus on the real-time variant of TDDFT, where the time-dependent Kohn–Sham equations are directly propagated in time. This approach has great potential for execution in massively parallel systems such as modern supercomputers with thousands of processors and graphics processing units (GPUs).

For harvesting the potential of conventional supercomputers, the main strategy is a multi-level parallelization scheme that combines the inherent scalability of real-time TDDFT with a real-space grid domain-partitioning approach. A scalable Poisson solver is critical for the efficiency of this scheme. For GPUs, we show how using blocks of Kohn–Sham states provides the required level of data parallelism and that this strategy is also applicable for code optimization on standard processors. Our results show that real-time TDDFT, as implemented in OCTOPUS, can be the method of choice for studying the excited states of large molecular systems in modern parallel architectures.

(Some figures may appear in colour only in the online journal)
1. Introduction

One of the main factors that has influenced the wide adoption of first principles electronic-structure methods in physics and chemistry was the fast growth of the capabilities of computers dictated by Moore’s law [1]. This was combined with the development of new algorithms and software capable of exploiting these capabilities. Thanks to these advances, molecular or solid-state systems containing several thousands of atoms are now accurately modelled using supercomputers.

During the last years, however, we have witnessed a remarkable change in computer architectures. Before, the ever-increasing transistor density was directly translated into an increase of the speed and capabilities of a single processor core. However, problems related to efficiency, power consumption and heat dissipation forced a change of paradigm. So the trend is now to use the extra transistors to provide more processing elements. This is reflected in today’s supercomputers, where the number of processor cores is constantly increasing while the capabilities of each processing element are progressing much slower. The same is true for personal computing: the parallelism can be obtained via multi-core central processing units (CPU), but also generally-programmable graphics processing units (GPU). In fact, GPUs effectively convert a desktop computer into a massively parallel computer.

Unfortunately, the task of using efficiently all the available parallel units concurrently is left to the application programmer. This is a very complex task, and presents a real challenge to programmers in general and to scientists in particular. Of course, as new parallel programming paradigms are being introduced, scientific codes also have to evolve. Some of the methods that we can currently use can be adapted to parallel architectures, but many popular scientific computing techniques or algorithms might have to be replaced by others that are more efficient in these new environments. In exchange, this change in computational paradigm offers us the possibility of studying larger systems under more realistic conditions and using more accurate methods than it was possible before.

In this paper, we show how time-dependent density-functional theory (TDDFT) [2] in real time can be a very competitive approach to study the excited states of electronic systems in massively parallel architectures, especially when combined with a spatial grid representation. In fact, real-time TDDFT is a versatile method to model the response of an electronic system (molecular or crystalline [3]) to different kinds of perturbations. It is useful to calculate properties like optical absorption spectra [4, 5], non-linear optical response [6, 7], circular dichroism [8, 9], van der Waals coefficients [10], Raman intensities [11], etc. The numerical advantage of real-time TDDFT is that the propagator preserves the orthogonality of the states [12]. In practice, this allows us to propagate each one of the states in an independent manner, which is ideal for parallelization. Since the method does not require expensive orthogonalization steps, the numerical cost scales with the square of the size of the system and not cubically as many other methods [13].

Here, we present a summary of the work that has been made during the last years on the optimization and parallelization of the code OCTOPUS [14, 15], in order to profit from state-of-the-art high-performance computing platforms, from GPUs to supercomputers. This code is a widely used tool to perform real-time TDDFT simulations. It uses a real-space grid that provides an accurate and controllable discretization and that also allows for an efficient parallelization by domain decomposition.

2. Octopus features

2.1. Theory

OCTOPUS was originally written to solve the equations of density-functional theory (DFT) in its ground-state [16] and time-dependent [2] forms. In particular, and like the vast majority of DFT applications, we use the Kohn–Sham (KS) [17] formulation of DFT, which leads to a coupled set of single-particle equations whose solution yields the many-body electronic density \( n(r, t) \). For example, for the time-dependent case these equations read (atomic units are
used throughout this paper)

\[
\frac{i}{\hbar} \frac{\partial \psi_i(r, t)}{\partial t} = \left[ -\frac{1}{2} \nabla^2 + v_{\text{ext}}(r, t) + v_{\text{Hartree}}[n](r, t) + v_{\text{xc}}[n](r, t) \right] \psi_i(r, t) \\
n(r, t) = \sum_{i=1}^{\text{occ}} |\psi_i(r, t)|^2
\]

where \(\psi_i(r, t)\) are the single-particle KS states (also called KS orbitals), \(v_{\text{ext}}(r, t)\) is the time-dependent external potential that can be the potential generated by the nuclei, a laser field, etc.; \(v_{\text{Hartree}}[n](r, t)\) is the Hartree potential that describes the classical mean-field interaction of the electron distribution; and \(v_{\text{xc}}[n](r, t)\) is the exchange–correlation (xc) potential that includes all non-trivial many-body contributions.

It is true that the (time-dependent) KS equations are an exact reformulation of (time-dependent) quantum mechanics. However, the exact form of the xc functional is unknown and, therefore, has to be approximated in any practical application of the theory. In OCTOPUS different approximations for this term are implemented, from local and semi-local functionals to more sophisticated orbital-dependent functionals, including hybrids [18] and the optimized effective potential approach [19]. Asymptotic correction methods are also implemented [20].

We note that the local and semi-local xc functionals in OCTOPUS were implemented as a separate component, Libxc [21]. This library is now completely independent of OCTOPUS and is used by several projects like APE [22], GPAW [23], and ABINIT [24]. Currently it contains around 180 functionals for the exchange, correlation, and kinetic energies belonging to the local-density approximation (LDA), the generalized-gradient approximation (GGA), the meta-GGA, and hybrid functional families. Functionals for systems of reduced dimensionality (1D and 2D) are also included.

OCTOPUS can also be used to study model systems of different dimensionalities (currently up to five-dimensional systems are supported). For this, an arbitrary external potential can be given by the user by directly including its formula in the input file. This model is extremely useful, e.g., to study reduced-dimensional systems of interacting electrons in time-dependent fields [25–28]. In fact, the Schrödinger equation describing two electrons interacting in 1D is equivalent to a Schrödinger equation of one independent electron in 2D. In the same way, the problem of two electrons interacting in 2D can be mapped to the problem of one electron in a 4D space.

Another recent incorporation in the code is the possibility of performing multi-scale modelling by combining electronic systems with complex electrostatic environments. For example, this has been used to simulate a molecule placed between two metallic plates at a certain voltage bias [29]. Multi-scale QM/MM calculations can be performed as well [30].

Besides ground-state and real-time TDDFT, OCTOPUS can do other types of calculations. It can perform Ehrenfest-TDDFT non-adiabatic molecular dynamics [14, 31] and adiabatic molecular dynamics based on the modified Ehrenfest scheme [32, 33], which inherits the scalability properties of real-time TDDFT, or the standard Born–Oppenheimer and Car–Parrinello [34] schemes. Different response properties in TDDFT [35] can also be obtained using linear response formalisms like Casida [36], or the density-functional perturbation theory/Sternheimer approach [37–43]. OCTOPUS can also do quantum optimal-control calculations [44–46] and real-time quantum transport calculations [47]. OCTOPUS can generate the DFT data required for GW and Bethe–Salpeter calculations using the BerkeleyGW code [48].

2.2. Grids

OCTOPUS uses a real-space grid discretization to represent fields such as the Kohn–Sham states and the electronic density. Each function is represented by its value over an array of points distributed in real space. Differential operators are approximated by high-order finite-difference methods [49] while integration is performed by a simple sum over the grid point coefficients.

The real-space grid approach does not impose a particular form for the boundary conditions, so it is possible to model both finite and periodic systems directly. Moreover, in OCTOPUS the grid boundaries can have an arbitrary shape, avoiding unnecessary grid points. For example, for molecular calculations the default box shape corresponds to the union of spheres centred around the atoms (see figure 1 for an example).

One of the main advantages of the real-space grid approach is that it is possible to systematically control the quality of the discretization. By reducing the spacing and increasing the size of the box, the error is systematically decreased, and can be made as small as desired, at the cost of an increased computational cost. This is of particular significance for response properties [42, 50].
While the real-space scheme results in a large number of discretization coefficients when compared with localized basis set representations, the discretized Hamiltonian is very sparse. In fact, the number of non-zero components depends linearly on the number of coefficients. Moreover, the Hamiltonian only requires information from near neighbours, which is advantageous for parallelization and optimization.

Finally, since the description of the core regions is expensive with a uniform-resolution discretization, in OCTOPUS the ion–electron interaction is usually modelled using norm-conserving pseudo-potentials [51]. At the moment, the code can read pseudo-potentials in several formats: the SIESTA format [52], the Hartwigsen–Goedecker–Hutter format [53], the Fritz–Haber format [54] and its Abinit version [24], and the Quantum Espresso universal pseudo-potential format [55]. Relativistic corrections, like spin–orbit coupling, can also be included by using relativistic pseudo-potentials [56, 57].

2.3. The software package

The source code of OCTOPUS is publicly available under the GNU public license (GPL) v.2.0. This allows anyone to use the code, study it, modify it and distribute it, as long as these rights are retained for other users. We believe that this is something of particular importance for scientific work [58]. The code is written mainly in Fortran 95 with some parts in C and OpenCL [59]. Currently it consists of 180 000 lines of code (excluding external libraries).

Since the code is publicly available, it is essential to provide documentation so users can learn how to use it. The OCTOPUS website11 contains a user manual and several tutorials that teach users how to perform different types of calculations, including some basic examples. Additionally, all input variables have their own documentation that can be accessed through the website or from a command line utility. A mailing list is also available, where users can get help with specific questions about OCTOPUS from the developers or other users.

One of the most important points in developing a scientific code is to ensure the correctness of the results. When a new feature is implemented, the developers validate the results by comparing them with known results from other methods and other codes. To ensure that future changes do not modify the results, we use an automated system (BuildBot [60]) that runs the code periodically and compares the results with reference data. A short set of tests is executed each time a change is made in OCTOPUS while a long one is executed every day. The tests are run on different platforms and with different compilation options, to ensure that the results are consistent for different platforms. Users should also run the testsuite to validate the build on their machine before running real calculations.

To avoid users inadvertently using parts of the code that are being developed or have not being properly validated, they are marked as ‘experimental’. These experimental features can only be used by explicitly setting a variable in the input file. In any case, users are expected to validate their results in known situations before making scientific predictions based on OCTOPUS results.

3. Parallelization

In order to take advantage of modern day architectures, OCTOPUS uses a hybrid parallelization scheme. This scheme is based on a distributed memory approach using the message passing interface (MPI) library for the communication between processes. This is combined with fine-grained parallelism inside each process using either OpenCL or OpenMP.

The MPI parallelization is mainly based on a tree-based data parallelism approach, even if some steps have already been done in order to take advantage of task parallelism. The main piece of data to be divided among processes are the KS states, an object that depends on three main indices: a combined $k$-point and spin index, the state index, and the space coordinate. Each one of these indices is associated with a data parallelization level, where each process is assigned a section of the total range of the index. Note that since the $k$-point and spin index are both symmetry related quantum numbers, it is convenient to combine them in a unique index that labels the wavefunctions.

This multi-level parallelization scheme is essential to ensure the scaling of real-time TDDFT. As the size of the system is increased, two factors affect the computational time: first, the region of space that needs to be simulated increases, and second, the number of electrons increases. By dividing each of these degrees of freedom among processors, multi-level parallelization ensures that the total parallel efficiency remains constant as we increase the system size and the number of processors.

3.1. Parallelization in $k$-points and spin

For independent particles, the Schrödinger Hamiltonian can be exactly partitioned according to the $k$-point and spin labels. This means that each one of the subproblems, i.e. for each $k$-point and spin label, can be solved independently of the others, reducing thereby the dimension of the Hamiltonian and the computational complexity. Mathematically, in (time-dependent) DFT this is no longer true as the subproblems are mixed by the density. However, a large part of the numerical solution can still be partitioned effectively, making the parallelization in $k$-points and spin very efficient as little communication is required. Such a scheme does not always help for scaling, unfortunately. For example, for finite systems only a single $k$-point is used and in many cases we are interested in spin-unpolarized calculations. In this extreme case, there is absolutely no advantage in this parallelization level.

3.2. Parallelization in Kohn–Sham states

The following level of parallelization regards the distribution of the KS states between processors. The problem is very
different for ground-state DFT and for real-time TDDFT, so we discuss these cases separately.

For real-time TDDFT the propagation of each orbital is almost independent of the others, as the only interaction occurs through the time-dependent density. This again leads to a very efficient parallelization scheme for time propagation that is only limited by the number of available KS states. In fact, when too few states are given to each processor (assuming that no other parallelization level is used), the cost of state-independent calculations starts to dominate (in particular the cost of solving the Poisson equation required to obtain the Hartree potential). As a rule of thumb, one should not have fewer than 4 states per process in order not to lose efficiency. Note that when ions are allowed to move during the propagation, a complementary parallelization over atoms is used by OCTOPUS. This ensures that routines that calculate forces and that re-generate the atomic potential at each step do not spoil the very favourable scaling of TDDFT.

For ground-state calculations the parallelization over states is more complex than for the time-propagation case, as the orthogonality constraint forces the diagonalization procedure to explicitly mix different states. Regarding parallelization, the most efficient eigensolver implemented in OCTOPUS turns out to be residual minimization method—direct inversion in iterative subspace (RMM-DIIS) [61, 62] where the mixing of orbitals is restricted to two procedures: the Gram–Schmidt orthogonalization [63] and the subspace diagonalization. To parallelize these operations we use the parallel linear-algebra library Scalapack [64]. State parallelization of these procedures is particularly important as they involve matrices whose dimension is given by the number of KS states. Without state parallelization a complete copy of these matrices is kept by each process, which can easily lead to memory problems for systems with thousands of atoms.

3.3. Parallelization in domains

The final level of MPI parallelization consists in assigning a certain number of grid points to each process. In practice, the space is divided in domains that are assigned to each process. As the finite-difference operators, such as the Laplacian, only require the values of neighbouring points, the (small) boundary regions between domains need to be communicated between processors. In OCTOPUS this is done asynchronously, which means that the boundary values are copied between processors while the Laplacian calculation is done over the points in the central part of the domain that do not require this information. This decreases substantially the problems related to latency, thereby improving the scaling with the number of processes.

Note that also the calculation of integrals requires a communication step to add the partial sum over each domain, an operation known as a reduction. The strategy to reduce the cost of this communication step is to group reductions together, as the cost of reductions of small vectors of data is dominated by the latency in the communication.

An important issue in domain parallelization is selecting which points are assigned to each processor. This task, known as grid partitioning, is not trivial for grids with an arbitrary shape. Not only the number of points must be balanced between processors but also the number of points in the boundary regions must be minimized. OCTOPUS relies on external libraries for this task, with two currently supported: METIS [65] and ZOLTAN [66]. An example of the grid partitioning scheme is shown in figure 1.

Certainly the communication cost of the domain parallelization is considerably higher than for the other schemes. It is also the most complicated to implement. However, once the basic grid operations are implemented it is almost transparent for developers to write parallel code.

3.4. Parallelization of the Poisson solver

In order to obtain the Hartree potential from the electronic density, we solve the Poisson equation

$$\nabla^2 \psi_{\text{Hartree}}(r) = -4\pi n(r). \quad (3)$$

When performing real-time propagation, the solution of this equation becomes the main bottleneck when thousands of processors are used [67]. The reason is clear: as there is only one Poisson equation to solve (regardless of the number of KS states), domain partitioning is the only available scheme to parallelize this operation. Unfortunately, the solution of the Poisson equation is highly non-local, mixing information from all points, making it unsuitable for the domain decomposition approach that relies on space locality. This can be easily seen from the integral form of equation (3)

$$\psi_{\text{Hartree}}(r) = \int \frac{dn(r')}{|r - r'|}. \quad (4)$$

Fortunately, several solutions to this problem exist, given the wide use of the Poisson equation in different fields. In OCTOPUS this parallelization level is handled in a special way, and all processes are used independently of the distribution scheme. We found two particularly efficient approaches.

The first one is the use of fast Fourier transforms (FFT) to evaluate (4) in reciprocal space, a very fast method when running on a single processor. However, FFTs are not easy to parallelize. Additionally, the standard FFT approach yields a Poisson potential with periodic boundary conditions, so some modifications have to be made to obtain the free-space solution. Two different FFT-based solvers are available in OCTOPUS: (i) the software package provided by Genovese et al [68] that uses an interpolating scaling functions (ISF) approach and the parallel FFT routine by G¨odecker [69]; (ii) the parallel fast Fourier transform (PFFT) library [70] combined with the free-space Coulomb kernel proposed by Rozzi et al [71].

The second parallel Poisson solver we tested is the fast multipole method (FMM) [72]. This is an approximate method that reduces the complexity of evaluating equation (4) by using a multipole expansion to approximate the far-field effect from several charges into a single term. Our implementation is based on the FMM library [73]. This library is designed to calculate the interaction between point
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neighbouring points \[74\]. This correction term, essential
to obtain the necessary accuracy, has the form of a
finite-differences operator, and is therefore simple to evaluate
in our framework.

In figure 2, we compare the time required to solve the
Poisson equation in a parallelepiped box of size \(15^3\). As
we can see, the ISF method is faster for small numbers of
processors, while PFFT and FMM become more competitive
as we increase their number. The crossover point is quite low
with PFFT method (128 processors) and higher with FMM
(4096 processors). More details about the parallel solution of
the Poisson equation in \textsc{octopus} can be found in \[74\].

4. GPU parallelization and code optimization

Graphical processing units were initially designed for
generating graphics in real time. They are massively parallel
processors with hundreds or thousands of execution units.
Given their particular architecture, GPUs require code written
in a explicitly parallel language. The \textsc{octopus} support for
GPUs is based on OpenCL, an open and platform-independent
framework for high-performance computing on parallel
processors. OpenCL implementations are available for GPUs
from different vendors, for multi-core CPUs, and for
dedicated accelerator boards. Since the OpenCL standard only
defines a C interface, we have developed our own interface
to call OpenCL from Fortran. This interface is currently
available as an independent library, FortranCL \[75\].

For optimal performance, GPUs must process several
streams of independent data simultaneously. This implies
that performance-critical routines must receive a considerable
amount of data on each call. To do this, the GPU optimization
strategy of \textsc{octopus} is based on the concept of a block
of states, i.e., a small group of KS states. Performance
critical routines are designed to operate over these blocks.
This approach provides a larger potential for data parallelism
than routines that operate over a single state at a time. It
turns out that this strategy also works well for CPUs with
vectorial floating units, where parallelization is based on the
OpenMP framework combined with explicit vectorization
using compiler directives.

For both GPUs and CPUs, memory access tends to be
the main limitation to the performance of \textsc{octopus}. Working
with blocks of orbitals improves memory access, provided
that the coefficients are ordered in memory by the state index,
so that load and stores are done from/to sequential addresses.
However, increasing the KS block size can have a negative
effect in memory access as larger data sets are less likely
to benefit from cache memory. This is particularly critical
for CPUs that depend much more than GPUs on caching for
optimal performance.

One routine that can greatly benefit from caching is the
application of the finite-difference Laplacian operator
required for the kinetic-energy term. This is also an important
operation as it represents a considerable part of the execution
time of \textsc{octopus}. We devised an approach to improve cache
utilization by controlling how grid points are ordered in
memory, i.e., how the three-dimensional grid is enumerated.
The standard approach is to use a row-major or column-major
order which leads to neighbouring points being often allocated
in distant memory locations. Our approach is to enumerate
the grid points based on a sequence of small cubic grids, so
close spatial regions are stored close in memory, improving
memory locality for the Laplacian operator. The effect of
this optimization can be seen in figure 3. For the CPU with
the standard ordering of points, the performance decreases
as the block size is increased, while by optimizing the grid
order the parallelism exposed by a larger block size allows
a performance gain of approximately 40%. For the GPU the
effect of the optimization is less dramatic but still significant.

In figure 4 we show a comparison of the numerical
throughput of the GPU and CPU implementations of the
Laplacian operator as a function of the size of the KS
states block. It can be seen that the use of blocks of KS
states represents a significant numerical performance gain
with respect to working with one state at a time. This is
particularly important for GPUs where performance with a
single state is similar to the CPU one but can be tripled by
using a block of size 16 or 32. The same conclusion can
be reached by looking at the numerical throughput of the
orbital propagation and the total time required for a TDDFT
iteration (see figure 5 and table 1). The use of GPUs gives
quite spectacular improvements, with a total iteration time
being decreased by more than a factor of 6 with respect to
the optimized multi-threaded CPU implementation. In fact,
the propagation of the KS orbitals is eight times faster in the
GPU, but currently the total speed-up is limited by the Poisson
solver that is executed on the CPU. These results mean that
using a single GPU \textsc{octopus} could obtain the absorption
spectrum of the \(C_{60}\) molecule in about one hour. More details
about the GPU implementation in \textsc{octopus} can be found in \[76, 77\].

![Figure 2. Time required to solve the Poisson equation for different solvers implemented in OCTOPUS. Grid of size \(15^3\) on an IBM Blue Gene/P system.](image-url)
Figure 3. Effect of the optimization of the grid mapping for data locality in the numerical throughput of the Laplacian operator as a function of the size of the KS states block. Left: computations with an AMD FX 8150 CPU (8 threads). Right: computations with an AMD/ATI Radeon HD 5870 GPU.

Figure 4. Numerical throughput of the OCTOPUS implementation of the Laplacian operator for different processors as a function of the number of KS states in a block. Spherical grid with $5 \times 10^5$ points. For each point the grid ordering has been adjusted for optimal cache usage.

Table 1. OCTOPUS propagation time per step for different processors. $C_{60}$ molecule with a grid of spheres of radius 10 a.u. around each atom and spacing 0.375 a.u.

<table>
<thead>
<tr>
<th>Processor</th>
<th>Time per step (s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPU AMD FX 8150 (8 threads)</td>
<td>9.45</td>
</tr>
<tr>
<td>GPU AMD/ATI Radeon HD 5870</td>
<td>1.86</td>
</tr>
<tr>
<td>GPU NVIDIA GeForce GTX 480</td>
<td>1.72</td>
</tr>
</tbody>
</table>

5. Scalability in massively parallel systems

In this section we show how all the improvements in algorithms, parallelization, and optimization are combined in the simulation of large electronic systems. As a benchmark we used portions of the spinach photosynthetic unit [78] with 180, 441, 650, 1365 and 2676 atoms containing several chlorophyll units. As these are molecular systems, only the state and domain decomposition parallelization levels are used. We emphasize that these are real-world examples that were not tweaked in order to artificially improve throughput or scalability.

We used different supercomputers for our benchmarks, as using more than one machine ensures a better portability of the code and inherent scalability of the algorithm. The first one is Curie, a supercomputer that belongs to the French Commissariat à l’Energie Atomique (CEA) and that consists of Intel Xeon processors interconnected by an Infiniband network. In total it has 11 520 cores available to users. The second platform is the IBM Blue Gene/P, a design based on low power processors (IBM PowerPC 450) interconnected by two networks, one with a toroidal topology and the other with a tree topology. The Blue Gene/P is a challenging architecture as it has a very limited amount of memory per core (512 MiB). Because of this, inside each node OpenMP parallelization is used as this guarantees a minimal replication of data. Compiler directives are also used to profit from the vectorial floating point units. The Blue Gene/P calculations presented in this work were performed in the 16 384-core supercomputer of the Rechenzentrum Garching of the Max Planck Society, Germany.

We benchmark separately the two main tasks performed by OCTOPUS. The first concerns the calculation of the ground
state of the system, while the second regards real-time TDDFT runs. We stress again that the parallelization of the first task is considerably more difficult than that of the second. However, the parallelization of the time-dependent runs is much more important, as this consumes much more computational time than the ground-state runs.

Note that OCTOPUS has to perform several initializations (create the grid, reserve memory, prepare the MPI environment, etc) before starting the actual simulations. This time is usually negligible compared to the total simulation time. Our results are therefore measured in terms of elapsed wall-clock time per self-consistent iteration (for the ground state) or per time step (for the time-dependent runs). The total execution time of a real-world simulation is basically proportional to these numbers.

5.1. Ground-state calculations

We start by showing scalability tests for ground-state calculations for systems of 180 and 441 atoms executed on a Blue Gene/P system. In order to measure the ground-state iteration time, 10 self-consistency cycles were run and the average time is shown in figure 6. We also show the parallel speed-up, the relative performance with respect to the run with the smallest number of processors. Excellent scalability is achieved up to 256–512 cores, and up to 4096 cores the time per iteration decreases as the number of processors is increased. As expected, scaling improves for systems with a larger number of atoms.

Recall that all runs introduced here were performed in symmetric multiprocessing (SMP) mode, combining inner-loop OpenMP parallelization with domain MPI parallelization. This allows us not only to take advantage of the architecture of the CPU, but also to make better use of the (limited) memory available in each of the Blue Gene nodes. For instance, the run with 1024 cores was done launching 256 MPI processes, each of them with 4 OpenMP threads.

5.2. Real-time TDDFT calculations

In figure 7, we show the execution times and scaling for time-propagation runs for the systems of 180, 650 and 1365 atoms executed on a Blue Gene/P system also in SMP mode. We combine different ways to partition the cores between the domain and states parallelization, selecting only the most efficient combination. We used a minimum of 16 cores with 180 atoms, 256 cores with 650 atoms and 1024 cores with 1365 atoms, as runs with fewer cores were not possible due to...
memory limitations. Almost perfect scaling was achieved up to 512 cores with the system of 180 atoms, and a remarkable speed-up of 3785 was obtained with 16,384 cores, reaching an efficiency of 23% with 91 cores per atom. In the case of the system composed by 650 atoms the ideal speed-up is reached up to 2048 cores, while for 16,384 cores a value of 7222 is achieved. Even better performance is obtained with the system of 1365 atoms, with a speed-up of 11,646 for 16,384 cores. Thus, we can maintain an almost ideal speed-up with around 3 cores per atom, and acceptable speed-ups up to 50 cores per atom.

Benchmark tests also were done in the Curie supercomputer. The results are shown in figure 8. The main advantage of this machine is that it has more powerful processors and more memory per core. However, the drawback is that the network is not as reliable as the Blue Gene one. The network is a shared resource and depends not only in the current run but also in all other running jobs. Consequently, only the minimum iteration time is shown here as an example of the best possible execution. Nevertheless, and confirming the scalability of the algorithm, remarkable speed-ups are achieved up to 8192 cores.

We note that these tests were performed with the PFFT Poisson solver, which shows a great improvement when a large number of nodes are used when compared with the default ISF solver. The improvements made to the Poisson solver are reflected in the entire time-dependent iteration time. For large numbers of processes, the total iteration time is improved by up to 58% with respect to the ISF solver.

5.3. Combined MPI–GPU parallelization

OCTOPUS can also combine the MPI and OpenCL parallelizations in a hybrid approach to use multiple GPUs. This has created some additional challenges when compared to multiple-CPU parallelization. First of all, as GPUs offer higher computational capabilities than CPUs, the time spent in communication becomes a larger fraction of the total execution time. In second place, communication times can become higher as transferring data between GPUs is a three-step procedure: first the data is copied to main memory using OpenCL, then it is sent to the other process using MPI; and finally it is copied to the memory of the second GPU using OpenCL. Still OCTOPUS can scale reasonably well when running on multiple GPUs, as it can be seen in figure 9. The speed-up for 8 GPUs is 5.7, an efficiency of 71%. Note that the main limitation to scalability in this case is the lack of a GPU accelerated parallel Poisson solver.
6. Conclusions

In summary, our results show that real-time solution of TDDFT equations is a very parallelisable task. In our calculations we can scale with a reasonable efficiency to almost 100 cores per atom, which allows for TDDFT real-time simulations of systems with thousands of atoms. We would like to remark that all the calculations in this paper were performed using simulation parameters that correspond to actual calculations, and that they were not tweaked to obtain better scalability. This parallelisability can also be exploited for efficient execution in parallel processors, including GPUs and multi-core CPUs with vectorial floating point units.

We have also shown a hybrid parallelization scheme for execution on clusters of GPUs. This approach combines the high-level MPI parallelization with low-level parallelization based on OpenCL. For the moment our tests have been limited to a small number of GPUs, but clusters with thousands of GPUs are already available so certainly this approach will be developed with an eye on exaflop computing.

The current capabilities of OCTOPUS ensure that the excited-states properties of systems with thousands of atoms can be studied in the immediate future. The flexibility of real-time TDDFT method means that not only electronic linear response properties can be studied. In fact, non-linear phenomena or the effect of ionic motion in the response can all be tackled with this formalism. This is of particular interest, for example, in the study of quantum effects in biological molecules, or in the interaction of matter with strong laser fields.
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